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Dedicated to the memory of Christian Johnson



  

https://lichess.org/@/
krysjonaz



  

About me: Affiliations
(All opinions mine)



  



  

“Access to computers—and anything which might 
teach you something about the way the world 
works—should be unlimited and total. Always 

yield to the Hands-On Imperative!”



  

“Access to computers—and anything which might 
teach you something about the way the world 
works—should be unlimited and total. Always 

yield to the Hands-On Imperative!”

Steven Levy
Hackers: Heroes of the Computer Revolution



  



  

We’re not a data centre

One power source, limited UPS maitenence



  

We’re not a data centre

One, rooftop, fixed wireless net connection



  

We’re not a data centre

Unlocked corner, 
unlocked rack+shelves, 

50+ member access



  

We’re not a data centre
We don’t have hard core HVAC



  

We’re not a data centre
We’re not staffed



  

We’re not a place to host
your serious business



  

Not worth the $40 membership alone

● Exercise to reader: How many on-demand hours can $40 buy 
you on AWS with a top compute node for experiments

● Exercise to reader: What sort of virtual private server can you 
rent for $40 a month



  



  

Use cases



  

Use case 1: Light, always on hosting loads



  

Use case 2: Temporary burst



  

Considerations when supporting those use 
cases

● Simplicity
● Noise
● Electricity consumption
● Cost
● Servicability
● No use/license restrictions, personal and hackerspace 

preference for FLOSS



  

One* relatively new desktop, workstation, or 
server ATX board

in a rack mount case, to rule them all.

* With some secondary gear available to assist in 
next generation.



  

VS

A cluster of old OEM rack servers



  

VS

A blade cluster



  

Use case 1: Light, always on hosting loads

Doesn’t need much resources at all



  

Use case 2: Temporary bursts of

● Same-machine fast CPU 
time (single or multi-
threaded)

● RAM, best localized to one 
machine

● Localized I/O



  

Fantasy use case 3) 
A large number of light, 
always on hosting loads

We’re not a hosting company!



  

Fantasy use case 4) 
Embarrassingly parallel workloads



  

Asside: embarrassingly not-parallel password 
cracking



  

Fantasy use case 5)
Big bursty event like the Canadian Cyber 

Defense Challenge

35 teams!



  

My unambitious goal

● Support the light, always on hosting needs of a small number of 
users

● Support the bursty, experimental needs of an even smaller 
number of infrequent users. 



  

Gen 1



  

Gen 1

● Thank you Stefan Penner
● Gigabyte-EP45-UD3L
● Intel Core 2 Quad
● No VM extensions
● 16GB DDR2
● 4x 1TB desktop drives in software RAID10
● Virtualbox
● LXC (Linux Containers)
● Living out senior years as lounge computer



  

Gen2



  

Gen2

● Thank you Ken DeWitt
● Asus M5A88-V EVO
● AMD Phenom II X6 1055T (6 

core)
● 16GB DDR3
● 2x 1TB desktop HD in RAID1
● Linux/KVM/QEMU/Libvirt
● LXC (Linux Containers)



  

Gen2

● ATX PSU replaced
● 1TB desktop HD replaced

(hittachi deskstar) with 2TB 
“enterprise” SATA

● Second desktop HD, same 
fate... soon



  

Full Vms vs LXC containers



  

vmsrv.skullspace.ca
Full vms



  

Alex



  

Troy



  

Pablodraw



  



  



  

irc.skull.space



  

SkullMail

Port 25

You

VPN



  

LXC containers



  

“one kernel to bind them all”



  

“and when it can to swap them”



  



  

shell.skull.space

12 users, may be down to 3 active



  

SkullHost



  

skullspace.ca



  

hax.skullspace.ca



  

markjenkins.ca



  

markjenkins.ca



  

rockerchess.ca



  

takaji.ca



  

wiki.skullspace.ca



  

wiki.skullspace.ca



  

wiki.skullspace.ca

Thanks Tina!Thanks Tina!



  

wiki.skullspace.ca

Thanks Alex!Thanks Alex!



  

ns1.vmsrv.skullspace.ca
*.vmsrv.skullspace.ca

ns1.skullspace.ca
ns2.skullspace.ca
ns3.skullspace.ca

ns1.vmsrv.skullspace.ca
ns2.vmsrv.skullspace.ca

delegates



  

Next gen hardware



  

Next gen hardware



  

NAS



  

On Demand



  

On Demand – for scheduled maintenance



  

Some old OEM servers may be okay



  

New organization model

Admin team outer, more room for experimentation 
inner layer, nested vms and unprivileged 

containers



  

Biggest flaw



  

Biggest flaw

“Ask Mark”



  

“Survival bias is inductive reasoning”



  

?



  

Happy Hacking
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